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Multilevel mixed effects models with spatial and temporal dimensions  

Research Strategy After excluding endogenous variables from the information set of the model, a 

multilevel mixed effects regression model is fit to explain respondent perceived Chornobyl health risk 

over space and time.  We follow the Stata parameterization as  

Y itk =    X itk B itk      + Z itk U itk    +    E itk          E~N (µ, σ2),        (1) 

 As represent fixed effects whereas Us denote random effects.  The level structure is determined by 

separate clustering configurations of spatial and temporal autocorrelation within the spatial and 

temporal model levels.  Level one contains the temporal (subscript t) or evolutionary process of 

repeated measurements, nesting time in waves within the subject level (Laird and Ware, 1982; Diggle, 

Liang, and Zeger, 1994; Bryk and Raudenbush, 2002).  Personal expectations stem from the average of 

repeated measurements over time from the respondent.  Each respondent (subscript i) is spatially 

nested within an environmental region or raion (as subscript k).   A block diagonal partitioning of the 

covariance matrix permits fixed (time-invariant) and random effects (including time-varying, 

measurement error, and random samples of target populations) to be separately embedded and 

managed within the model.  By specifying the evolutionary process within the individual as a pattern of  

residual autocorrelation  as nested  within the respondent who in turn is nested within the raion, this 

multilevel mixed effects model can be used for testing hypotheses and modeling psychological change 

and social, economic and/or environmental influences on the individual.   Because this model can 

control for  spatial autocorrelations and temporal autocorrelation, parameter estimation bias that can 

be greatly attenuated or eliminated when used to study the relationship between the actual and 

perceived risk on the part of the individual as and the mass public. 

 



Preliminary analysis was undertaken to screen candidate explanatory variables. With exploratory 

graphical analysis, we studied the functional form of the relationships of the dependent with the 

candidate explanatory variables.  Bivariate tests of the relationships were used to screen out candidate 

explanatory variables. A battery of endogeneity tests were performed to be sure that no candidate 

variable would generate endogeneity or simultaneity bias. Any variable that might have done so was 

excluded from the right – hand side of the equation. Multicollinearity matrices were used to double 

check this screen. ).   Explanatory variables were removed when they were found to retain endogeneity 

tested with a robust Hausman test and two- and three-stage least squares estimation, with two and 

three stage least squares simultaneous equation models to check upon simultaneity, underidentification 

and overidentification of the model were tested in a variety of tests.  Functional form plots were used to 

test for linearity.  An index test was also used for that purpose, available in PcGive 13 (Hendry, D. F. and 

Doornik, J.A., 2009.) 

Objectives and tests: We test whether there may be environmental or societal phenomena associated 

with self-perceived Chornobyl health risk (radhlw).   We are looking for evidence relating a sense of 

perceived distance of the residence, workplace, or general location of the respondent to the accident 

site.  

To render the natural log of cumulative external 137CS dose linear and amenable to analysis, we apply a 

simple natural log transformation to it.  We use the nesting for the multilevel mixed effect regression 

equations to test distance related effects of a contextual type.  The raion means of these variables 

provide expected contextual or environmental impacts on the intercepts and slopes of our model.   In 

addition to finding significant effects on the intercept and/or rate of change of the model, we could use 

cross-level interactions to test and analyze contextual effects. 

Preliminary findings:  From the output on the following page, we observe significant macro-level 

environmental associations with the amount of air and water polluted by Chornobyl and the natural log 

of cumulative external dose of 137Caesium.   Among the significant macro-level effects we note the 

natural log of cumulative reconstructed external dose of 137CS  absorbed by the respondent along with 

the amount of air and water believed to have been polluted by Chornobyl. The effects of age, gender, 

external dose of 137CS, any injury the respondent reports that he or she suffered as a result of Chornobyl 

and the interference with his or her interests and hobbies on account of this tragedy emerge as 

significant.   The growth rate of self-perceived Chornobyl health risk is significant from wave one to wave 

two, but levels off into nonsignificance after wave three begins.  The net effect over time is therefore 

best estimated by a linear growth trend over the 31 year period of less than a 10 percentage point 

increase.  If we formulate the relationship as a regression line, shown below, the intercept of the vertical 

axis, α, begins at  

          Radhlw itk = α itk +   β wave itk + (other fixed effects that need to be controlled) +   e itk     (2) 

about 52 percent but does not exceed 60% for thirty-one years. Whether or not, β, the slope coefficient 

for wave, is statistically significant, we retain that as a temporal reference for the rate of change to keep 

track of the magnitude of the rate of change.    To track the trajectory of change for an individual, we 



examine the within-subject effect of nesting time within subject among the residuals from our level one 

model.  After observing a high first order residual autocorrelation of more than 0.70, we apply an 

autocorrelation structure to help control for bias this condition could engender. It is possible that there 

was second order autocorrelation that was not accounted for, but we did not have enough waves to 

control for more than first-order autocorrelation.  Therefore, borderline significances need further 

testing and possibly sensitivity analysis to accompany them.  By using equation two as basis for a first 

order time trend for our subjects, we are able to nest both fixed and random effects on the individual 

into the raion in which he works and resides.  From our raion centered covariates we avoid the need for 

an intercept that could have collinearity with the random intercept and/or the random slope as much as 

possible. If we perform this analysis for each raion, we get a raion-specific regression equation, which 

provides the data for a between-raion analysis.  Thus, we can observe what variation exists among 

raions.   

Stata combines the level one and level two by allowing the analyst some control in selecting the error 

covariance structure.  From the temporal nesting of multiple waves within the subject level, we find a 

level one subject effect.   To accommodate the contextual level of impact, the subject is nested within 

his geographic locale, the raion.   Thus, the lower level equation five contains a random intercept, γ, to 

handle impacts of fixed and some random effects, as well as random slope, to accommodate 

interactions between random effects and the wave variable as shown in equation four.  

When we substitute the higher level into the lower level equations, we obtain one equation for the 

multilevel mixed effects model. 

                                                                                                

                    

  +   π00 wavet                                                                                                                                                           Eq.3 

                                                                                              

The upper panel of Table 1 reveals the nesting structure of the panels in the multilevel model.  The 

spatial autocorrelation clustering comprises 22 raions within which reside 266 respondents who 

answered all questions used to build the model.  It also indicates the number of units of analysis within 

each cluster. The nesting order proceeds upward in the table. 

The repeated waves in the temporal dimension are accommodated by the ar (1) error covariance 

structure. From Table 1, reveals in the upper panel the level structure of the model.  There are 22 raions 

within which are nested 266 persons with complete answers on all variables included within the model. 

 In the second panel, the fixed effects (X’B), which define the mean structure of the marginal model, are 

listed. The overall significance is tested with a multivariate Wald test above the second panel on the 

right.  The output can be interpreted as a standard regression output, with statistical significance of the 

individual parameters indicated by the p-values.  When the fixed effects are graphed against the waves, 

there is a slight but not significant increase in slope throughout the study, shown in Figure one  



Equation 4: Components of the model  

Subject level:  Fixed effects for the mean structure 

              Radhlwitk = 48.7 + 0.99wavet + 7.19rmcsex + 0.27rmcage + 25.24injselfr + 18.10rmchp2inthob  

    +   14.65rmcLcumdosewt + e itk 

  Raion level:  Random environmental effects of the variance-covariance structure (raion mean   

 centered effects) 

          + 200.16(constant at raion level) + 106.92Lcumdosew (raion lev.)  +0.10 airw (raion lev.)  + ζ itk 

  Subject level: Repeated temporal effects within the subject 

             +   2.95e-15(constant at the subject level) +   3.38 wave t  + ζ itk 

Although the wave parameter is not statistically significant, it is retained because it forms the basis of 

the temporal dimension of the model.  The age parameter is not statistically significant either, but it is 

the basis for many biological differences between the sexes for which we may need a control later.  

Therefore, we retain this variable as well.  

In the third panel of Table 1, the random effects are displayed a subpanel for each layer.  The clustering 

variable is listed in the upper left.   At each level, the random intercept is called the constant. This 

represents the average level or the random intercept at that level.   Below the layer panels is the model 

residual.     

When covariates are listed at that level they are interacting with the clustering variable at that level to 

impact the self-perceived Chornobyl health risk.    When the residual structure at the upper levels is 

identity, the variables are organized in block diagonal form so they would be independent of one 

another. When covariates are listed within these levels, they are random effects of the parameters.  

With repeated measures, there is considerable autocorrelation from one wave to the other, the bias for 

which is attenuated by the fitting of a first-order autoregression process for the residuals. 

The raion level effects following raion mean centering can be found in Figure three. 

Model estimation with maximum likelihood was performed with two algorithms. A combination 

of Broyden-Fletcher-Goldfarb-Shanno and Newton-Raphson algorithms improved convergence and 

model estimation.  We tested the likelihood ratio of sets of variables of nested models, which included 

the unconditional models with unstructured covariances, models with fixed effects, models with mixed 

effects, models with mixed spatial effects and autocorrelated structures.  

Residual diagnosis:  Model robustness was tested with the help of residual diagnosis. The 

residuals were tested for multicollinearity (correlation matrix), endogeneity( with a C test, Kleibergen-

Paap (2006) rank statistic, and a Durbin-Hausman-Wu test,  robust Durbin-Hausman-Wu test for 

endogeneity (Cameron and Trivedi, 2009) along with two- and three-stage least squares models to 



confirm possible endogeneity,  normality (Shapiro Wilk test, Kolmogorov Smirnov test) , 

heteroskedasticity (Breusch-Pagan test), and specification error (Ramsey reset test. We found that the 

residuals were less than well-behaved. They included six negative outliers and one positive one. Nor 

were they normally distributed, according to a Shapiro Wilk test (p < .003).  However they did not harbor   

heteroskedasticity, according to a Breusch-Pagan test (no p < .05).  We expect that as more data comes 

in the outliers will have less effect and that the residuals may become somewhat better behaved. 

Empirical Bayes optimization 

           However, we use the intraclass correlation coefficient as a reliability coefficient with which to 

tune our estimate/prediction.    Let the intraclasss correlation, the proportion of the variance explained 

(between subjects variance over the total variance), be λ, with one adjustment---   
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then, according to Bryk and Raudenbush, 2002) the best unbiased linear predictor (BLUP) is 

 BLUP =   λj ̅   – (1- λ) (w00 +  w01Xj).                                               Eq. (5) 

The BLUP is a weighted (according to the inverse of the parameter variance) average of the sample data 

and the fitted values from the model.  When reliability is high, the model estimate is given relatively 

more weight but with reliability low, the estimate is given less weight by this weighted average.  In this 

configuration, the λ, sometimes called the empirical Bayesian shrinkage factor, optimizes our model 

estimate.   The BLUPS are easily generated with Stata and these generated to attenuate the slopes in the 

model inherent in the fixed or fitted effects (Figures 1 and 2).   After empirical Bayes estimation of the 

random effects at the Raion level, the random effects are graphed against the waves to show the effects 

of those particular parameters (Figure 3).  In this way, we endeavored to robustify our model. 

 

Figure 1: Fixed effects v. self-perceived Chornobyl health risk 



 

 

Tentative inferences: 

 The multilevel mixed effects model added value to our analysis. Compared to a regression 
analysis, this model explained more of the variance of self-perceived Chornobyl health risk (χ2 =    
455.22 with prob >  χ 2   = 0.0000).   It did so by opening spatial and temporal dimensions for 
simultaneous consideration.   This demonstrates that there are spatial aspects to this problem that merit 
further exploration.  It also shows that the level of this self-perceived self-health Chornobyl, on an 
environmental level, appears to be statistically related to external cumulative exposure as well as to the 
percent of air and water polluted by Chornobyl radiation directly or indirectly.  

Notwithstanding covariation between perceived health risk and reconstructed cumulative 
external dose, the absolute level of cumulative dose seems tiny.   When the natural log is retransformed 
back into µGrays, the effects seems to be minute, with the highest reconstructed cumulative external 
dose from the radioactive aftermath of Chornobyl, calculated at this time of data collection, at only 26.6 
µGrays over a 23 year period.  According to the Health Physics website,  

For a dental panoramic radiograph, the effective dose is 26 microSv (microsevert), which is the 
equivalent of about 3.3 days of natural background radiation. A series of four intraoral 
radiographs is 38 microSv, which is the equivalent of 4.8 days of background radiation. To put 
this in perspective, the effective dose from a chest radiograph is 80 microSv (10 days) and from 
a lower gastrointestinal (GI) series 4,060 microSv (507 days).  

-1
0

0

0

1
0

0
2
0

0

1 2 3
Wave or Period of study

Linear prediction, fixed portion Upper confidence limit

Lower confidence limit 95% CI

Fitted values

fixed effects and their confidence interval



 We hope to run this model again with more data and to perform out-of-sample predictive 

validation and perhaps pattern-mixture modeling to ascertain its robustness. In the meantime, it 

provides some evidence, albeit not perfect, that we should pursue our space-time analysis of the 

ecological impact of the perception of health risk from the Chornobyl radiation.  

Figure 2: Model estimates of the self-perceived Chornobyl health risks across the three waves 

 

 

For the time being, this is what we hoped to find.  We shall proceed with our exploration of time and 

space with our models and reassess the data as it is collected and cleaned.  We will begin to explore a 

Markov Chain Monte Carlo approach to Bayesian Hierarchical Linear and NonLinear Models. 
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Figure 3:  Empirical Bayes Best Linear Unbiased Predictors 
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Table 1:  Multilevel mixed effects regression analysis
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