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Part  I
• The OxMetrics Interface
• Importing Data
• Dates
• Exploratory Graphical Analysis
• PcGive Modeling

– Dynamic models
– Model diagnostics
– Post estimation Graphics
– Forecasting 
– Forecast Evaluation

• Automatic variable and model selection with Autometrics
– Theory
– Settings
– Intervention modeling
– Output analysis
– For univariate and multivariate models
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Part II
• Volatility analysis with G@RCH models

– First generation univariate G@RCH
• ARCH, GARCH
• Estimation (QML with bounds and Simulated annealing)
• Diagnostics
• Forecasting (simulated confidence intervals)
• Forecast Evaluation

– Second generation univariate G@RCH
• GARCH-in-mean
• EGARCH
• GJR GARCH
• Leverage effects and volatility smiles
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G@RCH Advances
– VaR forecasting
– Simulations
– Diffusion models (Ox)

• Stochastic volatility assessment
• Realized and Integrated volatility with jumps
• Microstructure noise with jumps

– Long-Memory Models
• IGARCH
• APARCH  Dingle, Engle, Granger
• FIGARCH  - BBM,  Chung
• FIEGARCH – BBM, Chung
• HYGARCH
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Multivariate GARCH
– Multivariate G@RCH

• BEKK models
• Factor garch:

–  OGARCH,
–  GOGARCH

– Dynamic correlations: 
• CCC, 
• DCC



7

The OxMetrics Interface
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Importing Excel data

• We download some data from Yahoo 
finance and create a cvs file.

• We import this data and sort it into 
ascending order so the data set appears  
set as follows.
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Save the csv file

• This file should be saved in the data 
directory within OxMetrics5.

• OxMetrics is usually stored in the 
• C:\program files\OxMetrics5 directory
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Click on the open file folder icon

• We click on the open file folder icon in the 
upper left navigation window
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Find the excel file you saved
in the data directory
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Double click on the file
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This loads the file

Double click on the file icon to open the loaded file
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Once the file is open it appears as 
follows:
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Graphical Preview
Click on the graphics icon
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This opens a graphics dialog box
Select the series and move it into the graph 

window on the left by clicking on the arrow button
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Click on the actual series button on 
the lower left
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Generating a time series plot



20

Dates
• The horizontal axis consists of observation 

numbers.
• To construct dates for those periods, we 

count the number of observations in the 
Excel file.

• There are 4342 observations beginning in 
January 2, 1990.

• We will import the data into a OxMetrics 
file.
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Select the SP500 column in the csv 
file.

Then click on copy
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Construction of a dated Ox file
• Click on copy
• Click on file  - new and a

– Dialog box opens
• Select OxMetrics (Data: *in7) file

• Click on OK
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A Date dialogue box opens
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Select these options and 
indicate the sample size, 
then click OK
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Paste the SP500 into the new data 
set
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Now Graph the New Series and 
save the data set

dates

Obs 
numbers
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Dates:  frequencies/holidays
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Other graphics

• Paneled time series plots 
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Overlaid Time Series Plots
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Time series Properties

• ACF and PACF correlograms
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Cross Correlation Function
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Distributional Plots
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Distributional Kernal Density Plots 
and Normal Quantile plots
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BoxPlots
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3-D rotating plots
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Rotated 3-D plot
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Scatterplots
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Scatterplots with spline smoothing
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Paneled Scatterplot with smoothers
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PcGive 12 
Modeling and Forecasting

• Cross-sectional
– Discrete choice:

• Count data
•  logit and probit model
• Multinomial discrete choice

• Univariate dynamic modeling
– OLS and Autoregressive error models

• ARIFIMA modeling
• Panel data analysis

– Static
– Dynamic (GMM)

• Multivariate dynamic modeling
– Unrestricted VAR
– Cointegrated VAR
– Simultaneous equation modeling
– Constrained sem

• Automatic Modeling
– Automatic outlier identification and modeling 

• For univariate and multivariaate models
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What’s new in PcGive 12?
• Autometrics has been included

– Autometrics can work with univariate or multivariate 
models, such as VAR.

– Autometrics can handle more variables than 
observations, previously thought impossible

– Can employ dummy saturation
– Can automatically model univariate and multivariate 

time series models
• PcNaive has been included in the Monte Carlo 

methods
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Estimation methods

• Estimation (OLS, IV, ALS, recursive 
estimation)

• Panel-GMM with robust standard errors
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Autometrics demonstration
• Function: Automatic variable selection, model building, 

and model selection for time series or econometric data.
• Value:  Crisis analysis 

–  when data are available.
– When  time is short
– When stakes are high
– When consequences are serious
– Autometrics may reduce the risk of improper response.

• Value:  Econometric Data mining
– Exploratory data analysis when response time is critical
– When there are a lot of variables and modeling paths to analyze
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Methodology

• Begin with a General Unrestricted Model (GUM).
• The chosen variables should be as congruent as 

possible.
• The GUM is subjected to a series of 

misspecification tests. If it passes, the reductions 
will also pass.

• Reduction of the model by eliminating variables 
with significance levels of .05 or more.

• Each reduction must pass a series of tests.
• If there are k regressors, there will be 2^k 

reduction paths.
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Methodology II

• There may be several terminal models 
following reduction.  The Schwartz 
criterion is used to determine the better of 
these.

• If a reduction causes the previous model 
to fail a misspecification test, then the 
variable, though possibly not significant, 
will be retained in the model.
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Example

• We select data.in7 and load the quarterly 
data into the spreadsheet
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Select the Module, Category and 
model class
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Select 2 years of data (8 lags)
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Modeling consumption

• Move the variables from the Database 
window to the Selection window.

• Their lags are automatically constructed 
and included.

• Also include a Trend variable
• Include Seasonal dummies as well
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The Variable Selection 

Click OK
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In the Model settings dialog box, 
we set those settings

Large Residuals
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Model Setting

• Leave model type on OLS
• Click Automatic model selection
• Select outlier detection to large residuals
• Click on Pre-search lag reduction
• Then click on OK
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Delimiting for the estimation 
sample

• For validation, we set aside 3 years for 
validation (12 forecasts) and click OK
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Autometrics yields an optimal 
model

• In less than 1 minute, Autometrics 
generates the model with results of 
misspecification tests up front
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Collinearity diagnostics, parameter 
constancy tests, and a summary of 
misspecification tests are generated
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Dynamic Analysis is available
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Output of dynamic analysis
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More dynamic analysis output
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You can request information criteria 
and output in equation format
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Information criteria and equation 
format
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A Vast variety of tests may be 
requested
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Heteroskedasticity tests for 
individual variables
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White’s test with Squares and 
Cross-products 
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Robust Standard errors:
White’s, Newey-West, and 

Jacknifed
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Graphical Residual Analysis
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Model Graphics can be paneled
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Out-of-Sample Forecasting (Or 
Generated Individually)
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Or Customized to your needs
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Residuals, Fitted values, and 
forecasts may be stored for future 

analysis.
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Dummy Saturation is another 
outlier detection option

Outlier detection with 
dummy saturation
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The Dummy Saturation Option
• Opting for dummy saturation will automatically reveal 

additive outliers in the data.
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Comparative Model Analysis 
(progress)
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Autometrics can also model 
multivariate models

• Unrestricted Vector Autoregression
• Automatic outlier identification and 

modeling
• Blockwise modeling allows models with 

observations < # variables
– For omitted regressors
– For lag reduction
– For specification criteria
– For outlier detection and modeling
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An Unrestricted Vector 
Autoregression
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Check the Autometrics selection
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Define the estimation sample
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Vector Autoregression output
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Misspecification test output
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Multivariate and cointegration tests
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Graphical forecasts from VAR


